
Abstract Chylomicrons, the vehicles for the transport of
exogeneous triglycerides and cholesterol in the lymph and
the blood, were characterized by their size from dynamic
light scattering measurements. To achieve an appropriate
resolution, correlation data were collected over several
hours. Analysis was performed with an extended version
of the regularization method CONTIN, and special atten-
tion was given to errors in the experimental baseline and
to randomness of the residuals. The solutions selected by
means of Fisher’s F-test by CONTIN agreed with those ob-
tained with the stability plot of Schnablegger and Glatter,
when in the case of data of lower statistical accuracy the
solution was taken from the lower part of the confidence
interval of the F-test. The intensity-weighted size distribu-
tions indicated two classes of particle, their mean diame-
ters being 100–140 nm and 330–350 nm. The ability to
resolve two peaks of such a size ratio is demonstrated. The
numbers of particles associated with the two peaks were
estimated by means of the scattering properties of the par-
ticles, which showed that the overwhelming majority were
small ones. This estimation also suggested that the mean
size of the first peak of the number distribution is signifi-
cantly smaller than the typical size of chylomicrons. This
was consistent with the finding that the sample contained
not only apolipoprotein B-48 but also a similar amount of
apolipoprotein B-100, which is associated with lipopro-
teins of smaller size. The larger particles of the second peak
are probably dietary triglyceride-rich chylomicrons.
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Introduction

Chylomicrons are lipoprotein particles which are used to
transport dietary lipid. They are synthesized in enterocy-
tes, secreted, and enter the circulation via the thoracic
lymph duct. Chylomicrons are large particles which are
converted to smaller chylomicron remnants, by the action
of lipoprotein lipase, before being taken up by hepatocy-
tes. There are other lipoprotein particles in the circulation
which are classified by their density into very low density
(VLDL), intermediate density (IDL), low density (LDL),
and high density (HDL) lipoprotein particles. The density
increases as the percentage protein content increases and
the lipid content and particle size decreases.

Dynamic light scattering (DLS) is a frequently applied
method in size characterization of colloidal particles, and
has also been used to determine sizes of lipoproteins (Vu-
aridel-Bonanomi and Weder 1991; Nenseter et al. 1992).
The advantages of this non-invasive, direct method are that
one measures the particles in liquid suspension without the
need for further calibration. DLS is a rapid method when
the mean size of a particle population is to be determined,
but requires much longer measurements when greater de-
tail needs to be resolved (Pike et al. 1983), as shown for
binary mixtures of calibrated polystyrene latex particles
(Flamberg and Pecora 1984; Morrison et al. 1985; Ruf et
al. 1993) and lipid vesicles (Stelzer et al. 1983; Hallett et
al. 1991; Ruf et al. 1992; Egelhaaf et al. 1996). Despite
these successful applications of DLS, deriving the size dis-
tribution of macromolecules with great accuracy is often
considered to be a difficult problem. This has to do with
the different sampling schemes applied for the measure-
ments, the differences in the results obtained with differ-
ent evaluation methods, the statistical accuracy of the data
that is assumed to be sufficient, and the ability to eliminate
systematic errors such as those caused by an error in the
experimental baseline. In this paper we concentrate on the
latter two points.

The size distributions were determined with the algo-
rithm CONTIN (Provencher et al. 1978; Provencher 1979,
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1982a, b), which is one of the evaluation techniques de-
vised to cope with the ill-posed nature of data inversion,
that is, with the fact that large differences in size distribu-
tions are often only weakly expressed in the correspond-
ing autocorrelation functions, through which even small
experimental errors can have a very strong influence on
the results. This method employs a regularizor (Phillips
1962) to impose smoothness or simplicity on the size dis-
tribution. The optimal solution, which is considered to rep-
resent the best compromise between the opposing demands
of minimum sum of squared residuals (variance) and sim-
plicity of the size distribution, is determined by means of
Fisher’s F-test, which compares the variance of each of the
differently regularized solutions with that of the least
square solution, which is taken as a reference. For compar-
ison, we also used the stability plot introduced by Schna-
blegger and Glatter (1991), which utilizes properties of the
regularizor itself for the selection of an appropriately reg-
ularized solution.

The purpose of this work is to show that mixtures of lip-
oprotein particles can be characterized with appropriate
resolution by means of DLS. For these investigations we
have studied human lymph, which contains mainly newly
synthesized chylomicrons, as an example of a lipoprotein
sample.

Materials and methods

Chylomicrons

Human lymph

Human thoracic duct lymph samples from a patient under-
going thoracic surgery were kindly supplied by Dr. J.
Wright (Royal Surrey County Hospital, Guildford, UK).
This was treated with preservative 5% (v/v) according to
the method of Edelstein and Scanu (1986), to prevent deg-
radation, and was stored frozen at –20°C. The preserva-
tive contained EDTA, sodium azide, sodium chloride 
(Merck, Lutterworth, UK), aprotinin, benzamidine, chlor-
amphenicol, and gentamicin sulfate (Sigma, Poole, UK).
The lymph contained apolipoprotein (apo) B-48 and apo
B-100 containing particles.

Chylomicron enriched samples

The lymph samples were overlayered with equal volumes
of saline solution (1.006 g/ml), and ultracentrifuged for
5.0×106 gmax min (Lindgren et al. 1972) to prepare the
chylomicron enriched samples using essentially the
method of Grundy and Mok (1965). This allowed the flo-
tation and concentration of larger, less-dense triglyceride-
rich lipoprotein particles of densities <1.006 g/ml, which
were mainly chylomicrons. In the case of the sample uti-
lized for density gradient centrifugation, the apo B-100
and apo B-48 content of these particles was determined

by analytical sodium dodecyl sulfate polyacrylamide gel
electrophoresis followed by staining with Coomassie blue
and densitometry by the method of Karpe and Hamsten
(1994). The concentrations of apo B-48 and apo B-100
were 19.1 and 42.9 µg/ml, respectively. This electropho-
resis also showed that the apolipoproteins were not de-
graded.

Density gradient centrifugation

Chylomicrons were separated into fractions, with a narrow
particle size, in a continuous sucrose density gradient us-
ing the method similar to that of Zilversmit (1969). Stock
solutions of 30%, 50%, and 60% sucrose (w/v) were pre-
pared in 0.9% (w/v) saline solution. The densities of the
sucrose solutions were confirmed by refractometry. The
density of 1 ml of the chylomicron enriched sample was
increased by mixing it with 5 ml of the 60% sucrose solu-
tion. Five ml of 60% sucrose solution were placed in a 
30 ml centrifuge tube; this was carefully overlayered with
0.8 ml of the density adjusted chylomicron sample. A lin-
ear sucrose gradient, from 50% to 30% sucrose, was then
slowly pumped into the tube. These tubes were centrifuged
in a Beckman L7 ultracentrifuge with a Beckman SW 25.1
swing-out rotor (Beckman Instruments, High Wycombe,
UK) at 15 000 rpm for 1 h at 20°C to give a total force of
1.8×106 g min. After completion of centrifugation the gra-
dient was immediately unloaded by upward displacement
using the 60% sucrose solution and separated into 5 ml
fractions (DG1, DG2, DG3, DG4, and DG5) which were
then stored at 4°C. The gradient former and unloading de-
vices were supplied by MSE Scientific Equipment, Craw-
ley, UK.

Dynamic light scattering

Theoretical

The theory of the DLS method can be found in many text-
books and reviews. We present here the equations neces-
sary for this analysis. The fluctuations of the scattered in-
tensity measured at a given angle are analyzed by calcu-
lating the photocount autocorrelation function C (τ k ) for a
set of delay times τ k . This function is related to the “mea-
sured” normalized electric field autocorrelation function,
g(1)
exp (τ k ), by the Siegert relation (Siegert 1943):

C (τ k )=B (1+β | g(1)
exp (τ k ) |2) (1)

where B is a measured baseline, and β is an instrumental
coherence factor. In our case, B is determined from the
mean photon count per sampling time interval.

The electric field autocorrelation function, g(1) (τ k ), of
a polydisperse sample of particles expressed in terms of
the linewidth distribution s (Γ ) is given by

(2)g sk k
( ) ( ) ( ) exp(– )1
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The characteristic line width, Γ =q2D, is proportional to
the diffusion constant D of particles of a given size, and to
the square of the magnitude of the scattering vector
q=(4 π ns/λ ) sin (Θ/2), where ns is the index of refraction
of the solvent, λ the wavelength in vacuo of the incident
light, and Θ the scattering angle. s (Γ ) dΓ represents the
fraction of light scattered by particles with linewidths be-
tween Γ and Γ +dΓ in the direction of Θ.

For spherical particles, using the Stokes-Einstein equa-
tion

D=kT/6 π η R (3)

where R is the hydrodynamic radius, k Boltzmann’s con-
stant, T the absolute temperature, η the viscosity of the
solvent, and the relationship (Flamberg and Pecora 1984)

I (R)=s (Γ ) (dΓ /dR) (4)

the electric field autocorrelation function g(1) (τ k ) can be
expressed in terms of the intensity-weighted size distribu-
tion I (R). With b=q2 kT/6 π η, Eq. (2) reads

(5)

Either s (Γ ) or I (R) can be obtained from CONTIN anal-
ysis. We generally determine I (R) and calculate the mean
size from the moments

(6)

according to the commonly used definition M1/M0 . The av-
erage size M0/M–1 defined by Flamberg and Pecora (1984)
is determined when making a comparison with results from
the cumulant method (Koppel 1972) or with the mean size
derived by means of Eq. (3) from the mean linewidth re-
sulting from CONTIN analysis with the s (Γ ) option.

Experimental

Sample preparation. Both chylomicron samples were pre-
pared in unbuffered solution with neutral pH. The first sam-
ple, denoted as DG0, was prepared from a sample contain-
ing 50% (w/w) sucrose by diluting 200 µl of this sample
with 570 µl distilled water to yield a final sucrose concen-
tration of 13% (w/w), and was filtered through a 0.8 µm
Nuclepore polycarbonate filter directly into a cylindrical
cuvette (inner diameter 8 mm; Hellma, Müllheim, Germa-
ny). For the second sample, chylomicron II, 100 µl of a
chylomicron enriched sample were diluted with 1 ml of sa-
line solution (1.006 g/ml), and centrifuged for 15 min at
12 000 rpm (Zentrifuge 5412, Eppendorf, Hamburg, Ger-
many) to float up large particles, which were not observed
in the first case and which were likely due to a longer 
storage. The larger particles were removed thoroughly 
with a pipette, and the remaining solution was filtered 
as before through a 0.8 µm Nuclepore polycarbonate fil-
ter.

M R I R Rj
j=

∞

∫
0

( ) d

g I R b R Rk k
( ) ( ) ( ) exp (– ( / ) )1

0
τ τ=

∞

∫ d

Experimental set-up and measurements. The light scatter-
ing apparatus (ALV Langen, Germany) was of standard de-
sign and has been described elsewhere (Georgalis et al.
1987). Distilled water, the temperature of which was kept
constant at 20°C, was used as the index matching fluid sur-
rounding the sample cell, and the scattering angle was
90°C. The measurements were performed with slightly dif-
ferent set-ups. The chylomicron sample DG0 was mea-
sured using a Spectra Physics, Model 124 B, 15 mW, lin-
early polarized HeNe laser, and the signals from the detec-
tion unit (Malvern Model RF 313) were collected with a
Brookhaven BI 2020, 144 channels, 4-bit correlator
(Brookhaven Instruments, Holtsville, N.Y., USA). The
other sample, chylomicron II, was measured with a modi-
fied set-up. The light source was a NEC, Model GLG 5740,
50 mW, linearly polarized HeNe laser (GFO, Hamburg,
Germany), and the scattered light was detected through fi-
ber optics (single mode fiber 633-FC with pigtail collima-
tor, Spindler&Hoyer, Göttingen, Germany) with a coher-
ence factor β ≈1 (Gisler et al. 1995). The signals from a
detection unit (Model 9863, Brookhaven Instruments)
were collected with a Brookhaven BI 9000AT multi-bit
correlator. The experimental conditions used for the meas-
urements carried out with equidistant spacing of the delay
time channels are summarized in Table 1. Measurements
were carried out in the batch mode, where individual meas-
urements were done for 5 min with the first set-up, as de-
scribed previously (Ruf et al. 1992), and for 1 min with the
second set-up. Each individual measurement was normal-
ized with respect to its baseline prior to averaging to give
the final data for analysis, as this method reduces the ef-
fects of drift in the laser intensity. The value of baseline B,
which is used as a measure of data accuracy, was obtained
by summing up the (unnormalized) raw data of the meas-
urements of each batch. The range of delay times used for
measuring the photocount autocorrelation function was
chosen to span roughly two mean characteristic decay
times. The mean intensity of the scattered light was re-
stricted to count rates smaller than about 80 kcps, which
keeps the noise in the data nearly random. We have found
that the F-test returns too weakly regularized solutions
when data contain errors due to an inaccurate value of the
experimental baseline (normalization errors), and fre-
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Table 1 Experimental conditions of dynamic light scattering meas-
urements. B is the baseline of the photocount autocorrelation func-
tion obtained by summing up the raw data of the corresponding in-
dividual measurements, and is a measure of data accuracy. The val-
ues given in this table were rounded to the first digit. The coherence
factor β was obtained from cumulant analysis; it is equal to the inter-
cept of the corresponding normalized photocount autocorrelation
function minus one

Sample Mean No. of Sam- No. of B β
count data pling samples
rate chan- time
(kcps) nels (µs)

Chylo I ~30 136 30 2.2×108 1.8×108 0.64
(DG0)
Chylo II ~80 256 10 5.36×109 3.2×109 0.97



quently when measuring at higher scattering intensity
where nonrandom intensity fluctuation noise (Saleh and
Cardoso 1973) becomes dominant.

Data analysis

Size distributions were determined using only data with
baseline values larger than 108 with an extended version
(Ruf 1989; Ruf et al. 1992) of the constrained regulariza-
tion method CONTIN. The regularizor was the overall cur-
vature of the size distribution (Phillips 1962). The data used
for all analyses were restricted to values of the normalized
photocount autocorrelation function >1.01. Other specifi-
cations were to impose no zero constraints on the ampli-
tudes of the intensity distribution at the two integration
limits by setting the control parameters NENDZ equal to
zero, and the solutions selected here were taken from the
final weighted analysis and from the confidence interval
of the F-test (Provencher 1979, 1982a). Numerical inte-
gration of Eq. (5) was carried out using Simpson’s rule with
Ng =69 or 70 grid points. The data points of the first two
delay times were omitted to reduce possible effects due to
afterpulsing. Hence, data sets with 134 or 254 points were
analyzed depending on the correlator in use. The relative
error in the experimental baseline of the normalized pho-
tocount autocorrelation function, ∆B/B, was determined in
two steps. A first estimate was obtained by fitting the nor-
malization error function (NEF) as described elsewhere
(Ruf 1989; Ruf et al. 1992). This value was then refined
by means of procedure which avoids the problems of over-
fitting the data when fitting additional parameters. This
procedure, which is similar to the method for adjusting the
baseline with the regularization method ORT (Schnableg-
ger and Glatter 1991), will be described in a forthcoming
paper. For final analysis the data was corrected for the 
error in the baseline as described in Ruf (1989).

The program CONTIN carries out a series of fits with
different degrees of regularization, where instead of the
variance alone a combination of variance and regularizor,
called the objective function Fob , is minimized (Pro-
vencher 1982a), and determines an appropriately regular-
ized solution by means of the F-test. This test defines a
confidence interval which is associated with a set of solu-
tions rather than a single one. Provencher (1979) suggested
that the solution with a PROB1(α ) value nearest to 0.5
should be accepted, but he also pointed out that other so-
lutions might be considered (Provencher 1982a, 1992).
The relative change in variance with regard to that of the
reference solution (α 0 ≈0) or fractional increase

(7)

is one of the elements of the F-test, and this is plotted
against the regularization parameter to show the changes
in the sum of squared residuals of the various solutions.
We used α /s1 instead of α for the x-axis since this quan-
tity has a fixed starting point (Provencher 1982b).

V s
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V sf ( / )
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( / )
α α α
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1 0 1

0 1
= −

The plot of the logarithm of the magnitude of the regu-
larizor, denoted as the norm of the solution, against the log-
arithm of the regularization parameter is called the stability
plot (Schnablegger and Glatter 1991). The correct Lan-
grange multiplier or regularization parameter is found by
taking the point of inflection of a region, where the solution
is nearly independent from the regularization parameter, and
where the fractional increase in variance is still small. We
have adapted this method to our CONTIN analysis to com-
pare its results with those of the F-test. The quantity

(8)

is proportional to the solution norm. All quantities needed
for the calculation of Vf and Ns were taken from the out-
put of CONTIN.

The data from the fractionated samples and the data of
the individual measurements of the batches were analysed
using a third-order cumulant analysis. In the latter cases this
method was used to check for sample stability and for the
occurrence of outliers due to dust. The lack of outliers indi-
cated that the suspension was quite clean and, moreover, that
the chylomicron samples were remarkably stable over days
(Ruf and Gould 1997). The fractionated samples obtained
after sucrose density gradient centrifugation were too dilute
for the collection of data of sufficient statistical accuracy
within reasonable measuring times. Therefore, for these
samples only mean diameters were determined. The more
reliable data from our first chylomicron sample DG0 (B =
1.8×108) was analyzed with both the s (Γ ) option of CON-
TIN and the cumulant method. All analyses were performed
with the same data points. To obtain a good fit four cumu-
lants were needed, while in the case of the individual 5 min
measurements which had baselines of the order of 107, three
cumulants were generally sufficient, in agreement with the
limitations discussed by Chu et al. (1985). There are strong,
clear criteria for a decision in favor of a four-cumulants fit
instead of a three-cumulants fit: a significant reduction of
variance, a significant reduction of systematic deviations in
the residual pattern, and convergence to the mean diameter
obtained from CONTIN analysis with the s (Γ ) option.

Simulated data

Computer-generated data simulating the autocorrelation
function of a bimodal size distribution of a peak size ratio
of 1 : 2.6 were obtained with a method similar to that of
Nyeo and Chu (1989). We used Gaussians instead of log-
normal functions as we were determining size distributions
in terms of particle sizes instead of characteristic line-
widths. The two Gaussians had the same mean diameters
and covered the same fractions as the two peaks of the dis-
tribution determined from the chylomicron sample DG0.
Standard deviations of the Gaussians were 40 nm and 
66 nm. Different levels of noise were added using baseline
values B of 1×107, 2 ×108, and 3 ×109 (coherence factor
β =0.64, number of data points 136, sampling time 30 µs).

N s
F s V s
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Results

The size distribution of the scattered intensity of the orig-
inal chylomicron enriched sample DG0 obtained using
CONTIN analysis is depicted in Fig. 1 (instead of the hy-
drodynamic radius the more commonly utilized diameter,
d, is used for the graphs, and the amplitudes have been ad-
justed such that the integral over the complete distribution
is equal to one). The distribution shows two distinct peaks
with maximums at 133 nm and 352 nm denoted as peak 1
and peak 2, which indicate the existence of two classes of
particles. About 75% of the total intensity is scattered by
the larger particles, and 25% by the smaller ones. The re-
sults obtained from the fractionated samples with the cu-
mulant method are summarized in Table 2 and illustrated
in Fig. 1 by arrows rising from the x-axis, the lengths of
which are proportional to the mean intensity scattered by
the different samples at the same incident intensity of the
laser light source. The samples obtained after sucrose den-
sity gradient centrifugation were also too dilute for the de-
termination of their chemical composition, and therefore
were only characterized by their mean size.

When comparing results from cumulant analysis with
results from CONTIN analysis with the I (R) option, one
has to remember that the mean size derived from s (Γ ) is

numerically different from that derived from I (R). Only in
the limit with particles of a single size do the values of the
two mean sizes become identical. The difference in the case
of a size distribution is illustrated by the results obtained
from the DG0 data with the two options of CONTIN and
with the cumulant method. The mean diameter M1 /M0 of
I (R) was 297 nm. The definition M0/M–1 of I (R) (Flam-
berg and Pecora 1984), on the other hand, yielded a mean
diameter of 238 nm, and the same result was obtained from
the analysis with the s (Γ ) option and using Eq. (3). Virtu-
ally the same mean diameter (239 nm) was obtained with
the cumulant method with a four-cumulants fit. A three-
cumulants fit was associated with a larger sum of squared
residuals by nearly 30%, the residuals showed systematic
deviations, and a larger mean size of 242 nm was obtained.
The mean diameter derived from the mean linewidth was
thus nearly 60 nm smaller than that obtained from the anal-
ysis with the I (R) option. The two sizes, denoted as dΓ and
dI , are indicated by arrows at the top line of the frame of
Fig. 1. This difference for mathematical reasons probably
explains the apparent left shift of the results from the un-
fractionated samples in Fig. 1, which is also supported by
the finding that a corresponding plot of the cumulant re-
sults and the intensity distribution in terms of the linewidth
does not show a systematic shift. Since the separation in
terms of particle sizes is not expected to be complete in the
fractionated samples, a change in the relative amounts of
particles of different size would also result in a change of
the mean size, and this change would be less for the mean
size weighted by I (R) than for the mean size weighted by
s (Γ ). Accordingly, fractions DG1, DG2, and DG3 are ex-
pected to contain essentially particles from the group of
large particles represented by the second peak, while DG5
will contain predominantly particles of sizes described by
the first peak, and DG4 probably contains similar amounts
of particles from both peaks. This assignment, however,
can only be a tentative one at this stage, in particular since
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Fig. 1 Chylomicron sample DG0. Intensity-weighted size distribu-
tion normalized to 1 as determined by CONTIN with PROB1(α )=0.5
from data corrected for normalization errors (∆B/B=–7×10–3) using
a size range of 20–580 nm. The intensity-weighted mean diameter
from the analysis with the I (R) option is denoted by dI and the cor-
responding mean diameter from analysis with the s (Γ ) option, from
the definition of Flamberg and Pecora (1984) and from cumulant
analysis by dΓ . The differences of the two mean values is due to dif-
ferent weightings by s (Γ ) and I (d). DG1 to DG5 indicate the mean
diameters obtained from cumulant analysis for the fractions after sep-
aration by sucrose density gradient centrifugation. The heights of the
arrows are proportional to the mean intensity scattered by these sam-
ples at the same intensity of incident light, which was determined
from the total number of photons counted during the experiments.
Since only their relative heights are of interest, the values of inten-
sity or count rate are not specified. Taking into account that the cor-
responding intensity weighted mean values of the sizes would be
shifted towards larger values, the intensity profile of the separated
samples agrees well with the intensity distribution of the chylomi-
cron sample DG0

Table 2 Mean diameters of chylomicrons dΓ obtained from the cu-
mulant analysis. DG0 represents the original sample of chylomi-
crons. DG1 to DG5 are the various fractions obtained from density
gradient centrifugation. Refractive indices, ns , and viscosity, η , at
20°C of the corresponding sucrose-water mixtures were taken from
Lide (1975–1976) and linearly interpolated if necessary. ν is the av-
erage count rate of the dynamic light scattering experiment, δτ the
sampling time, and Ntot the total number of samples from which the
corresponding autocorrelation functions are calculated. The sample
DG0, originally in 50% sucrose in water, was diluted with distilled
water to allow the use of shorter sampling times for the DLS experi-
ments

Sample % suc- ns η ν δτ Ntot dΓ
rose in (cp) (s–1) (µs) (nm)
water
(w/w)

DG0 13.0 1.352 1.48 30000 30 2.2 ×108 239
DG1 31.7 1.384 3.66 803 120 2.2×107 371
DG2 35.0 1.390 4.33 1110 120 2.0×107 324
DG3 38.3 1.397 5.44 1420 150 2.0×107 292
DG4 41.7 1.400 7.04 1400 150 1.5×107 232
DG5 45.0 1.410 9.43 523 120 1.5×107 125



the mean diameters, dΓ , of the fractionated samples are
less accurate than that of the DG0 sample.

The bimodal size distribution obtained here (Fig. 1) has
a peak size ratio of about 2.6 :1. To show that two peaks
with such a size ratio can be resolved from data with base-
lines larger than 108, we present details of our analysis and
results obtained with computer-generated data. If the base-
line were only of the order of 107, two peaks of a size ra-
tio of 3 : 1 cannot be resolved, as demonstrated by Nyeo
and Chu (1989) and Madani and Kaler (1991). Analysis of
the original DG0 data without fitting an additional func-
tion yielded distributions with a peak ending with finite
amplitude at the upper size limit, and which moved with
this size limit if it was changed (Fig. 2a). Such side peaks,
moving with the upper size limit, were found to be typical
of relative baseline errors with a negative sign, and con-
sistently the error was found to be ∆B/B=–7×10–3. After
correction of the data for normalization errors, a stable so-
lution was obtained (Fig. 2b). The results of the complete
CONTIN analysis are depicted in Fig. 3, where the mean
peak diameters of the size distributions of each solution,
the corresponding PROB1 (α ) values, the logarithm of the
solution norm, and the fractional increase in variance are
plotted versus the regularization strength. The size distri-
bution of the reference solution at α 0 /s1 =1.5×10–15 and
the next two solutions up to α /s1 ~10–12 exhibit four peaks,
two of which are side peaks at the upper and the lower size
limit, respectively. The increase in regularization strength
is accompanied by a broadening of the peaks (not shown),
and a simplification of the size distribution in terms of the
number of peaks. In the confidence interval of the F-test
the size distribution is bimodal, and the stability plot shows
a region with minimum slope and a point of inflection. The
solution of the inflection point [PROB1 (α )=0.2] is less
strongly regularized (α /s1=3.2×10–11) than the one selected
by the F-test with PROB1 (α )=0.5 (α /s1=5.6×10–11), but
it is also a solution with a bimodal size distribution, and
fits the data slightly better. The relative changes in vari-
ance of the two solutions are 2% and 4%, respectively 
(Fig. 3b). The statistical accuracy of the DG0 data was not
very high, which is expressed in a fairly high variability of
the size distributions with increasing regularization
strength (Fig. 4a) and in the relatively large slope of the
stability plot in the region of interest. The size distribu-
tions shown in Fig. 4a were from the confidence interval
of the F-test and from above. The picture indicates the
broadening of the peaks with increasing regularization
strength, and at α /s1 =7.5×10–10 (dotted arrow in Fig. 3b)
the two peaks fused into one. This monomodal size distri-
bution had nearly the same overall mean size and width as
the bimodal size distributions selected by the F-test. A
comparison of the differences of the two autocorrelation
functions associated with these two size distributions with
the noise in this data (Fig. 4b) provided strong evidence
that the bimodal size distribution could be resolved from
this data. The deviations of individual residual points from
the difference curve are of the same order as the deviations
from the zero line (which represents the solution with the
bimodal size distribution in this difference plot), but the
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Fig. 2a, b Chylomicron sample DG0. Size distributions obtained
from CONTIN analysis (PROB1 (α )~0.5) with different size grids
of 20–600 nm (a), 20–800 nm (f), and 20–1000 nm (c) from orig-
inal data (a) and from corrected data (b)

Fig. 3a, b Chylomicron sample DG0. Results of the complete
CONTIN analysis of the corrected data using a size range of 20–
720 nm. a Mean diameters of the various peaks of the size distribu-
tions (C) of the solutions obtained with different degrees of regular-
ization and corresponding PROB1(α ) values (c). The four peaks at
log(α /s1)~–15 denote the characteristics of the size distribution of
the least square or reference solution. b Relative change in variance
Vf (l) (Eq. 7) and logarithm of the solution norm Ns (d) (Eq. 8) of
these solutions. The size distributions of the solutions of the confi-
dence interval of the F-test are bimodal. The solutions selected by
F-test [PROB1 (α )=0.5] and stability plot are indicated by solid and
dashed arrows. Owing to the noise content of these data the solution
obtained from the F-test is slightly more strongly regularized than
that from the stability plot, which also does not show a well-defined
plateau region. The solution associated with a monomodal size dis-
tribution illustrated in Fig. 4 is marked by a dotted arrow



sums of squared deviations are different by more than 50%.
In the case of the other chylomicron sample described be-
low, data were of much higher statistical accuracy. Accord-
ingly, the residuals were much smaller than the differences
in the corresponding autocorrelation functions, and a very
clear decision in favor of the solution with a bimodal size
distribution could be made.

More strong evidence for being able to resolve two such
peaks came from the results obtained with computer-gen-
erated data, which are shown in Fig. 5. We have analyzed
four data sets of different noise content: the exact data with
rounded seventh digit and three sets with noise correspond-
ing to baseline values of 3×109, 2×108, and 1×107. The
size distributions of the solutions determined with the F-
test are displayed in Fig. 5a. In all cases but one a solution
with a bimodal size distribution was recovered. Only the
data with the highest noise content (B=1×107) gave a
monomodal distribution, in agreement with the findings of
Nyeo and Chu (1989). As expected, the CONTIN results
approach the original size distribution best when the noise
content was lowest. In the case of the practically noise-free
data, the algorithm recovered this size distribution almost
exactly, which was also found by Glatter et al. (1991) for
a similar distribution.

The results from these analyses also indicate a property
of the F-test, which explains why a monomodal distribu-
tion was produced from the data with the highest noise con-
tent, and the bimodal characteristic of this distribution
could not be resolved. The appropriate degree of regular-
ization is determined mainly from a given value of the rel-
ative change in variance. With increasing noise content the
absolute change in variance increases, as does the regular-
ization strength from which the “chosen” solution is taken.
An increasing degree of regularization, however, implies
increasing simplification of the size distribution. In the
case of the data with B=107 the shift on the regularization
scale was so large that the region where the size distribu-
tion became monomodal was reached. At a considerably
lower regularization strength the size distribution was still
bimodal, but this solution was rejected by the test (see also
Fig. 4 in Madani and Kaler 1991). Fitting an additional pa-
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Fig. 4a, b Chylomicron sample DG0. a Size distributions from the
confidence interval of the F-test (solid lines) and some of the size
distributions obtained at stronger regularization strength (dotted
lines). The size distribution selected by the F-test is marked (c), and
the first monomodal size distribution with about the same overall
mean size and width is characterized by a broken line. In b the dif-
ferences of the electric field autocorrelation functions of these two
solutions, ∆g(1) =g(1)

monomod –g(1)
bimod , are shown as a dotted line, to-

gether with the residuals of the “chosen” solution. Qualitatively,
these two curves are similar, but quantitatively, the sum of squared
differences to the difference curve is about  50% larger than the cor-
responding sum of the differences to the “chosen” solution

Fig. 5a–c Computer-generated data simulating the autocorrelation
function of light scattered by a size distribution of two Gaussians 
(thick lines in a and b. a Results of CONTIN analysis from data con-
taining different levels of noise: “exact” data (c), B=3×109 (a),
B=2×108 (l), B=1×107 (d). Solutions selected with PROB1 (α )
~0.5 resolve the bimodal character in all cases but one (B=1×107).
Increase of the noise content broadens the distribution and shifts the
regularization strength of the “chosen” solution to larger values:
α /s1 =1.9×10–13, 1.8×10–10, 3.6×10–10, and 1.3×10–8. b For com-
parison with the experimental results displayed in Fig. 4a, some of
the size distributions of the confidence interval of the F-test from the
analysis of the data with B=2×10–8 are shown. The size distribution
of the “chosen” solution is indicated by (c), and the residuals of the
field autocorrelation function of this solution are shown in c. The
size distribution which overshoots the original size distribution is
outside the confidence interval [Prob1 (α )=0.04]



rameter such as a constant background (“dust term”) or a
relative baseline error with NEF generally caused shifts on
the regularization scale to stronger regularized solutions.
Then, occasionally, a size distribution was simplified in
their modality. This is one reason why we correct the data
for normalization errors prior to final analysis, which is
carried out without NEF.

To show the strong similarity of the results of simulated
(B=2×108) and experimental data (Fig. 4a), a series of size
distributions are displayed in Fig. 5b. In both cases the
peaks become progressively narrower with decreasing reg-
ularization strength, and in the case of the computer-gen-
erated data (Fig. 5b) approach the peaks of the theoretical
size distribution. There is a size distribution which over-
shoots the original size distribution, but the corresponding
solution was outside the lower limit of the confidence inter-
val of the F-test. Such an overshoot was only observed
when the noise content was relatively high. This finding
supports the usefulness of Provencher’s lower regulariza-
tion limit of the confidence interval of the F-test. The 
residuals of the “chosen” solution of this analysis are 
displayed in Fig. 5c.

The statistical accuracy of the data from measurements
on another chylomicron sample (chylomicron II) was much
higher. This sample came from the same patient, but was
taken on a different day, and the preparation included an
additional centrifugation step. In addition, this sample was
measured with a different detection system, based on a sin-

gle mode fiber. We performed a series of 900 measure-
ments on three different days. The temporal stability of the
sample was checked (Ruf and Gould 1997). The data ana-
lyzed here were constructed from all 900 measurements.
The error in the experimental baseline was determined as
described above and the corrected data were analyzed with-
out fitting for an additional function. Results from the com-
plete analysis are shown in Fig. 6. The F-test and stability
plot both selected the same solution (Vf =0.03), and the
stability plot shows a region with a flat portion. Accord-
ingly, the size distributions of this region (Fig. 7) does not
show much variation. Also, owing to the higher statistical
accuracy of the data, the solution selected by the two meth-
ods is from a smaller regularization strength (α /s1 =
1.3×10–11), and this is consistent with the results from the
simulated data. The difference curve of the autocorrelation
functions associated with this bimodal size distribution and
a corresponding monomodal one is similar to that dis-
played in Fig. 4b with respect to the order of magnitude.
The residuals depicted in Fig. 7b, however, are smaller by
more than one order of magnitude, and thus a very clear
decision can be made in favor of a solution with a bimodal
size distribution. The finite amplitude of the distribution
at the lower size limit is probably due to limitations of 
the detection system (i.e., afterpulsing). Mean peak sizes
(108 nm and 330 nm) were somewhat smaller than for DG0
and the fraction of the light scattered by the peak of smaller
sized particles was larger in this sample.
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Fig. 6a, b Chylomicron II. Results of the complete CONTIN anal-
ysis of the corrected data (∆B/B=–2.8×10–3) using a size range of
20–600 nm. a Mean diameters of the various peaks of the size dis-
tributions (C) of the solutions obtained with different degrees of reg-
ularization and corresponding PROB1(α ) values (c). b Relative
change in variance Vf (l) (Eq. 7) and logarithm of the solution norm
Ns (d) (Eq. 8) of these solutions. The size distributions of the solu-
tions of the confidence interval of the F-test are actually bimodal
ones. The apparent peak with a small size is a side peak. The same
solution is selected by the F-test and stability plot (solid arrow) from
this statistically very accurate data, and correspondingly the stabil-
ity plot exhibits a well-defined plateau

Fig. 7a, b Chylomicron II. a Size distributions from the confidence
interval of the F-test. The size distribution selected by the F-test and
stability plot is marked (c). In agreement with the high statistical ac-
curacy of this data, there is practically no variation in the size dis-
tribution. b Residuals of the field autocorrelation function of this so-
lution, which are more than one order of magnitude smaller than
those depicted in Fig. 4b



Discussion

The results from the analyses of the experimental and sim-
ulated chylomicron data show that two peaks with a size
ratio of 2.6 : 1 can be resolved if measurements are made
for a long enough time, in agreement with the results 
of other investigators (Bott 1983; Flamberg and Pecora
1984; Morrison et al. 1985; Hallett et al. 1991; Ruf et al.
1993). Morrison et al. (1985) used a very long measure-
ment time (36 h) and were able to determine not only the
mean peak sizes but also the widths of the two peaks of a
binary mixture of latex standards of a size ratio of about
3 : 1 with excellent accuracy (the baseline of their com-
bined data was between 3.1×10–9 and 1.2×10–10, assum-
ing that the mean scattered intensity was somewhere be-
tween 40 and 80 kcps). In the case of the DG0 data the size
distributions of the solutions were more variable than in
the case of the chylomicron II data because of the higher
noise content. This difference in variability is also ex-
pressed in the two stability plots, which only showed a well
defined plateau in the second case. Finally, the regulariza-
tion strength at which both the F-test and stability plot se-
lected their solutions was smaller in the case of the more
accurate chylomicron II data, which is consistent with the
results obtained with the simulated data.

The ability to resolve two peaks by the comparison of
differences in autocorrelation functions with the residuals
employed here is a method that can generally be applied
to establish what can be resolved in given cases. In Ruf et
al. (1993) this approach was used to show that a bimodal
distribution with a peak size ratio of 1.5 :1 cannot be dis-
tinguished from a monomodal size distribution of the same
overall mean size and width from experimental data with
a baseline of B=3.75×108. The difference between the two
autocorrelation functions was only of the order of 10–5 and
was nearly one order of magnitude smaller than the noise.
Analysis of computer-generated data with different noise
contents is another way of establishing what can be re-
solved.

In the case of the low-noise chylomicron II data the two
secondary selection methods, the F-test and the stability
plot, yielded the same solution, while in the case of the chy-
lomicron data DG0 the F-test with the PROB1 (α )~0.5 cri-
terion provided a slightly more strongly regularized or more
damped solution. From analyses of other experimental data
we know that the F-test with this probability value selects
solutions which are frequently too strongly regularized, and
this was the case with the computer-generated data with a
higher noise content. This indicated that the commonly used
PROB1 (α )~0.5 selection criterion should be modified
when data are of lower statistical accuracy so that the weak-
est regularized solution from the confidence interval of the
F-test, which has the same complexity in terms of peak num-
bers, should be selected as the “chosen” solution. Alterna-
tively, the stability plot can be used. However, since inflec-
tion points are not always unequivocally expressed on the
stability plot, we recommend that both methods are used.
When data accuracy is high enough this modification is not

of importance as the size distribution is practically constant
in the complete confidence interval of the test, as was found
with data from liposomes (Ruf 1993).

The DLS measurements on the two chylomicron sam-
ples provided similar bimodal size distributions with about
the same size range. The finding of a larger fraction of the
smaller particles in the second sample is very likely due to
the different dietary state of the patient. The bimodal size
distribution is in good agreement with results from other
investigations (Bierman et al. 1966; Fraser et al. 1968;
Spooner et al. 1988). In the case of Spooner et al. (1988),
a sample of rat lymph chylomicrons was fractionated by
density gradient centrifugation, and their sizes were deter-
mined by gel chromatography (Sephacryl S-1000) and
electron microscopy. Only the fraction of small-sized chy-
lomicrons was analyzed by these two techniques, which
consistently yielded mean diameters of 108±7 nm and
111±9 nm, respectively. As with our sample, the unfrac-
tionated rat lymph chylomicron sample contained a sub-
stantial fraction (in terms of mass) of larger particles
(d>250 nm). In the elution profile of the chromatogram
these appeared as a peak close to the void volume of the
column and thus could not be characterized in terms of size.
These large particles contained most of the triglycerides
(only about 20% were recovered in the small particle frac-
tion). When comparing DLS results with results from elec-
tron microscopy, one has to obtain the corresponding num-
ber distribution. This can be derived in principle by using
the light scattering properties of the particles, as has been
done, for example, for unilamellar liposomes (Hallett et al.
1989; Kojro et al. 1989; Hallett et al. 1991; Schurtenber-
ger and Newman 1993; Egelhaaf et al. 1996). To obtain a
reasonable estimate, the intensity distribution must be
known with high accuracy and proper conversion factors
are needed (a detailed discussion on this topic can be found
in the article of Bott 1987). We think that our intensity dis-
tributions meet this requirement to a certain extent, but li-
poproteins require more complicated conversion factors
than liposomes. The constituents of lipoprotein particles,
triglycerides, cholesterol, lipids, and a few protein mole-
cules are not homogeneously distributed within the parti-
cle. A proper conversion factor must take into account this
anisotropic distribution of the scattering elements with
their different refractive indices. However, since chylom-
icrons with a diameter of about 100 nm have a protein con-
tent of only about 2% (w/w) and most of the hydrocarbons
are triglycerides (84% w/w), we have employed the scat-
tering amplitude functions for isotropic spherical particles
of Mie as conversion factors (Bott 1987) to obtain a first
estimate of the number distribution.

This estimation indicated that the overwhelming major-
ity the of particles were small ones (probably in excess 
of 95%) with sizes between 40 nm and 200 nm. More-
over, peak 1 of this number distribution had a maximum
below 100 nm, which suggested that this peak involved not
only chylomicrons.We know that this particular human
thoracic duct lymph contains apolipoprotein (apo) B-100 
(42.9 µg/ml), which is normally associated with hepato-
cyte derived particles such as VLDL, IDL, and LDL, and
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19.1 µg/ml of apo B-48 (Lovegrove et al. 1996), which is
only associated with enterocyte-derived chylomicrons in
humans. Chylomicrons are quoted as having a size range
from 80–500 nm (Mills et al. 1984). These particles con-
tain apo B-48, but there is currently a dispute as to whether
the enterocyte can produce up to 10% of particles contain-
ing apo B-100 in place of apo B-48 (Hoeg et al. 1990; Levy
et al. 1990). However, since lipoprotein particles are ex-
pected to contain only one molecule of apo B per particle,
and allowing for the fact that the molecular size of apo 
B-48 is approximately half that of apo B-100, the bimodal
distribution is not explained by there being two types of
particle – one associated with apo B-48 and the other with
apo B-100. The protein ratio indicates that the two types
of apoprotein-carrying particles are present in similar num-
bers, and the estimated number distribution indicated that
the majority of the particles are smaller ones. This suggests
that peak 1 represents a mixture of small chylomicrons de-
rived from those enterocytes which were not receiving a
supply of triglyceride, and apo B-100 containing particles.
The latter are very likely VLDLs having a size range of
30–80 nm. Such a mixture is consistent with the finding
of a mean diameter of peak 1 of the estimated number dis-
tribution well below 100 nm, that is, below the size which
is considered as typical of chylomicrons. The few percent
of larger particles in terms of numbers of peak 2 are prob-
ably dietary triglyceride-rich chylomicrons. It is worth not-
ing that the difference in triglyceride loading of the two
sizes of particles is about 64-fold. The finding of apolipo-
protein (apo) B-100 carrying lipoproteins, which are
smaller than chylomicrons, in the mixture forming 
peak 1, however, also shows that our assumption of iso-
tropic spheres was too simple. To obtain an improved es-
timate of the number distribution of peak 1, one has to use
conversion factors that take the internal structure of the
particles and the varying protein content into account,
which in the case of VLDLs changes with decreasing size
from about 4% to 11%.

The results from these studies showed that the inten-
sity-weighted size distribution, the estimate of the number
distribution together with the contents of the specific pro-
teins associated with different types of lipoprotein parti-
cles, has already yielded a fairly detailed description of
these samples. This indicates that measurements on simi-
larly prepared samples can be employed directly for 
studies, for example, of processes involved in unloading
of these triglyceride-rich lipoproteins by the action of li-
pases. A much more detailed characterization of lipopro-
tein particles, however, would be achieved if the compo-
nents of such samples were separated, e.g. by density 
gradient centrifugation, prior to size determinations by
DLS.
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